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Background & Motivation

• Problem to solve: Estimate the 6DoF pose of objects

• Typical approach

• Directly regress translation & rotation

• Estimate key point coordinates and then solve PnP

• Pose estimation (refinement) by render and compare



Background & Motivation

• Input: 

• Image

• Initial pose (previous frame observation or coarse regressed pose)

• object model (depends)

• Typical paradigm:

• Reconstruct Object (depends)

• Optimize for a better pose:
• ‘Render’ the object onto the image.

• Compare rendered result with image cue, compute the residual accordingly 
for pose optimization.



Background & Motivation

• Example of render & compare 
pipeline: Silhouette tracking

• Render the silhouette with 
known model and pose.

• Convert the silhouette to level 
set function, evaluate it 
according to foreground-
background similarity

• Update pose by residual of 
silhouette.

• Reference: PWP3D



Background & Motivation

• Can we make it DEEP?

• Color cues are unreliable and suffers 
from shape ambiguity.

• Can we make it MODEL FREE?

• Accurate mesh model is hard to 
obtained in real world application.

• Inaccurate model produces disastrous 
results for silhouette tracking.



Background & Motivation

• Simple (and naive) approach: 

• Render object with estimated pose

• Feed rendered image and real 
image into Neural Network, directly 
regress relative pose.

• Reference: 

• Deep 6DoF Tracking (TVCG 2017)

• A Framework for Evaluating 6-DOF 
Object Trackers （ECCV 2018）
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Background & Motivation

• Going deeper

• Reconstruct Object : Construct feature-metric model

• Compared with feature extracted from current frame.

• Paper to share today:

• LatentFusion: 
• Reconstruct feature voxel, render and compare with depth.

• Refining 6D Object Pose Predictions using Abstract Render-and-
Compare
• Descriptor learning with contrastive loss.

• Generate views synthetically and fuse feature to mesh model.



Background & Motivation

• LatentFusion

• ‘Deep’ render & compare for object pose estimation.

• Capability of handling unseen object without pre-training.

• Model-free object pose estimation dataset.

• Refining 6D Object Pose Predictions using Abstract 
Render-and-Compare

• Fusion surface feature (descriptors trained by contrastive loss) 
onto CAD model

• Differentiable render and compare with feature



LatentFusion



Methodology 

• Overall pipeline

• Reconstruct 3D feature 
voxel given reference 
frame (RGB + Mask + 
Camera pose)

• Render & compare with 
depth error and latent 
feature error.



Methodology - Reconstruction

• Feature generation

• RGB + U-Net = 2D feature map

• Lift 2D feature map to 3D with de-
projection

• 3D U-Net to generate final 3D feature

• View Fusion

• Transform from camera frame to object 
frame

• View aggregation by computing channel 
mean or with ConvGRU



• A Little bit details…

• The Miracle 3D de-projection

• 2D feature map: C x (H x W)

• Lifted 3D feature map: C/D x (D x H x W)

• View Fusion - 3D Transformation

• Generated voxel size: C’ x M x M, not defined for 
3D rigid body transformation 

Methodology - Reconstruction



• Rendering here is defined as a inverse process of reconstruction.

• Given: a coarse estimation of object pose

• Generate camera frame latent object by transformation.

• 3D to 2D U-Net to generate depth and mask.

• Image-based Rendering: warping + weight prediction network (not used in the 
pipeline)

Methodology - Rendering



• Input: 

• Sensory data: RGB, Mask, Depth

• Feature from previous stages: 3D Latent Object

• Bootstrap: 

• translation 2D-3D object center

• rotation: uniformly sample

• select top k with residual value

• Optimization

• Acquire depth by rendering

• Evaluate depth error and latent error.

Methodology - Optimization



• Experiment on ModelNet (pose refinement)

Experiment & Results



• 11 objects

• RGB-D video sequences with camera pose (from KinectFusion)

• Approximately 300 test images per object

MOPED Dataset



• Experiment on MOPED (pose refinement)

Experiment & Results



• Ablation: 

• number of reference view
• having more than 8 view yields 

marginal improvement.

• different view fusion strategy
• CovGRU is better

Experiment & Results



Refining 6D Object Pose 
Predictions using Abstract 

Render-and-Compare



Preliminary - Descriptor Learning
• Descriptor Learning

• Learn feature vectors that can 
uniquely represent a point

• Hope to have similar feature of 
the same point across frames

• Reference: UCN, Super Point, 
GIFT

• Contrastive Loss

• Encourage network to produce 
similar feature for positive 
samples and distinct feature for 
negative samples 



Methodology 

• Reconstruction

• Train descriptor network by 
matching synthetic image to 
real image

• Generate meta model: 
Synthetically generate reference 
view + Feature fusion

• Optimization

• Render meta model onto the 
image with dense descriptor 
generated with real image and 
network.

• Compare and optimize the pose. 



Experiment & Results


